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Uncertainty in Automated Valuation Models

Error- vs Model-Based Approaches

ABSTRACT

Point estimates from Automated Valuation Models (AVMs) represent the most likely value from a distribution of possible values.
The uncertainty in the point estimate — the width of the range of possible values at a given level of confidence — is a critical piece
of the AVM output, especially in collateral and transactional situations. Estimating AVM uncertainty, however, remains highly
unstandardised in both terminology and methods. In this paper we present and compare two of the most common approaches to
estimating AVM uncertainty — model-based and error-based prediction intervals. We also present a uniform language and framework
for evaluating the calibration and efficiency of uncertainty estimates. Based on empirical tests on a large, longitudinal dataset of
home sales, we show that model-based approaches outperform error-based ones in all but cases with very highest confidence
level requirements. The differences between the two methods are conditioned on model class, geographic data partitions and data

filtering conditions.

Introduction

All predictions or estimates have an inherent uncertainty
to them; valuations of real property are no exception.
Despite this, traditional real estate valuations practices —
the manual valuations done by appraisers, valuers and
surveyors — often report a single value with no notion or
acknowledgement of the uncertainty of that value (French
and Gabrielli 2005). This may be driven by a number of
causes such as lender requirements to provide a single
point estimate only, difficulty in formulating uncertainty
estimates from small sample valuation methods or valuers’
belief that their estimate is the exact value and has no
uncertainty. Regardless of the reason, the reporting of a
single value has been the standard for decades and the
industries surrounding real property valuation have become
accustomed to this approach.

This is, perhaps, the most curious tradition or custom
in the real property valuation space. For many users
of valuation estimates there is considerable financial risk
being undertaken based on the value estimate. Possessing
some idea of how certain that value is would be useful in
negotiations, insuring and general risk avoidance measures
that parties to a real property transaction may look to
undertake (Bellotti 2017). Yet, reporting of uncertainty
remains an afterthought in the traditional real property
valuation methods.

With the advent and steady incorporation of statistical
methods and, more recently, fully automated valuation
models (AVMs) into valuation practice, uncertainty is now
much more easily, and likely more accurately, estimated. In
fact, the ability to quantify uncertainty is one of the defining
improvements that AVMs offer over traditional approaches
(Mortgage Bankers Association 2019). Unfortunately, no
standard on how to generate and report the uncertainty
of real estate value estimates has arisen. The diversity
in the output from current AVM producers makes it
difficult for users of valuations that do provide measures of
uncertainty to both fully understand what these estimates
mean and to compare between outputs from different
providers/valuations. In short, confusion around and/or
lack of uncertainty estimates represents an information

loss in regards to the potential risk involved in real estate
transactions that rely on value estimates.

In this paper we profile and compare the various methods
used to generate uncertainty estimates from automated
valuation models. Focusing on prediction intervals, we test
for the most reliable approach to measuring and reporting
uncertainty. Our empirical tests use a deep longitudinal
dataset of home sales from the Seattle Metropolitan Area
(Washington, USA) to compare prediction intervals derived
from error- and model-based approaches.

Our findings suggest that model-based approaches to
generating uncertainty estimates in the form of prediction
intervals are better calibrated than those from an error-
based approach at moderate to high levels of confidence,
but the reverse holds at very high confidence levels (95%).
In most cases, the error-based prediction intervals tend
to be too conservative (too wide). These general findings
hold across comparisons from linear and non-linear models
and for models estimated county-wide versus those done
at the submarket level. A sensitivity test on a set of data
filtered to the sales near the middle 80% of the price
distribution shows that when less variable data is used,
the performance difference between the two approaches
narrows, but the ordering remains the same. While much
of the literature around AVM uncertainty methods suggests
that prediction intervals (and by relation, Forecast Standard
Deviations)) should be derived directly from known error
distributions, the findings in this paper suggest that model-
based approaches, instead, produce more calibrated and
more efficient measures of value uncertainty in all cases but
those demanding the highest levels of confidence.

Terminology

In general, the terminology around the concept of
uncertainty in property valuation is poorly standardised.
Except where purposefully pointing out differences in terms

How to cite: Krause, A., Martin, A. and Fix, M.(2020). Uncertainty in
Automated Valuation Models. Forthcoming

m Attribution 4.0 International (CC BY 4.0) Share - Adapt


https://creativecommons.org/licenses/by/3.0/deed.en

UNCERTAINTY IN AUTOMATED VALUATION MODELS

or directly quoting or paraphrasing from existing work, we
use the following terms as:

e Interval Efficiency: A measure of the narrowness
of the prediction interval standardized by the point

o Uncertainty: General concept representing the fact
that valuations (all predictions) have a distribution of
possible or likely values. Itis intended to represent the
concept itself, not the measurement thereof (French
and Gabrielli 2004).

Risk: Direct measure of the potential losses due to a
decision or event (French and Gabrielli 2004).

Uncertainty Estimate: A measure of uncertainty of an
estimate*. Commonly, this is an FSD, a prediction
interval, or a confidence score. Uncertainty Estimates
should provide a measure of general comparability
that gives model users an indication of when one
estimate is expected have greater uncertainty than
another estimate.

Confidence Interval: A range of possible values
for a parameter estimate, such as a mean, at a
given confidence level. A confidence interval for a
regression function surrounds a conditional mean. In
the context of a real estate valuation, it represents the
estimate of an interval around the market value (the
expected mean) (James et al 2013).

Prediction interval: A range of possible values for a
single prediction at a given confidence level (James
et al 2013). For an AVM, this can be expressed as
a pair of low and high values (a range) bounding
the point estimate and provides exact probabilistic
statements about how often subsequent observations
are expected to fall inside the interval. In the context of
areal estate valuation, it represents an interval around
the realizations of sale prices.

Confidence Level: Anumber from 0% to 100% giving a
probability for some statement about the uncertainty
estimate. Ex. A prediction interval of $100,000 to
$150,000 with a confidence level of 50% means that
the true value is likely to fall within this interval 50%
of the time. (Papadopoulos et al 2011).

Capture Percentage: The percentage of validation
points (ground truth observations) falling within the
prediction interval. The metric is only meaningful
when measured out-of-sample and in aggregate. Each
validation point is measured in binary form; either it is
within the prediction interval or not — it is ‘captured’
or not. Averaging the capture over all validation
points provides the capture percentage (Cumming
and Maillardet 2006).

Uncertainty Calibration: A measure of how well
the probability statement from a set of uncertainty
estimates matches a target probability on an out-of-
sample validation set. Allows probability statements
to, on aggregate, be falsifiable. For example, a
calibrated model that is providing prediction intervals

prediction interval (Bellotti 2017). A measure of
interval efficiency for a single estimate is calculated
as: ) .
pini = pilo
point_estimate

where pij,; is the upper prediction interval, pij, is the
lower prediction interval and point_estimate is the
point estimate. A summary measure of individual
interval efficiency across a set of predictions can be
made by taking a summary measures such as the
mean or median of the individual efficiencies.

Terms within AVM Industry:

o Confidence Score: A value produced by AVM

providers indicating a measure of their internal
confidence in their point estimate value. Maybe a
numeric or relative measure.

Prediction Error: Difference between the point
estimate and the actual observed sale price.
Prediction errors are often standardized by the
observed sale price to present the error in percentage
terms.

Forecast Standard Deviation (FSD): A aggregate
measure of accuracy calculated as the standard
deviation of the Prediction Errors for a set of estimates.
Most uses of FSD are based on percentage prediction
errors. The industry commonly uses the FSD (a
point statistic) to create an interval estimate by
multiply the FSD the standard Z-statistic related to
the desired interval confidence level (ex: FSD *
1.28 = 80% Prediction Interval; FSD * 1.64 = 90%
Prediction Interval). W Doing so, assumes that
errors are symmetric and normally distributed. The
difference between Forecast Standard Deviation and
regular Standard Deviations is that Standard Deviation
measures deviations from the mean, whereas Forecast
Standard Deviation measures deviations of the errors
from 0.

Accuracy: Ability of the model to produce estimates
with low prediction error. This has two components,
bias and dispersion

Bias: Closeness to 0 of the central tendency of the
prediction errors. An unbiased model over-values as
much as it under-values.

Dispersion: The width of the prediction errors.
A tight dispersion means small errors with many
predictions near the eventual sale price, a wide
dispersion suggests the opposite. May be measured a
number of ways, including but not limited to: median
absolute percentage error, mean absolute percent
error, percent of errors within X%

at an 80% confidence level will have a capture  There is confusion in the literature and the industry at
percentage of 80% — will see 80% of actual observed  large around confidence and prediction intervals. Much
observations from a validation set fall within those  of the literature on uncertainty in valuation refers to the
ranges (Bellotti 2017).

*As opposed to uncertainty around measurement (ISO 2008)[R3.2]
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Table 1. Examples of Uncertainty Estimates
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Prediction Interval

FSD

Confidence Scores

Interval and a confidence
level

Reported Format

Numeric value, typically
reported as a percentage
of the home value esti-
mate

Varied formats.  Often
Reported as a letter grade
AF

Calibration sample validation points
(aggregate falling inside the interval.
measure) Target 90% capture per-

centage

sample validation points
falling within 1 SD, 2SD,
etc. Approximate targets
correspond to the stan-
dard normal distribution
capture percentage

Uncertainty A 90% prediction interval | FSD = 0.3 B

Estimate Example is $175,000 to $210,000

Confidence Level | There is a 90% chance | There is a 68% chance | None

Interpretation that if this home sells | that if this home sells, it

Example it will sell within the | will sell for +- 30% the
specified range. estimated value

Uncertainty The percentage of out-of- | The percentage of out-of- | None

Uncertainty
Efficiency
(aggregate
measure)

The typical width of an
interval

Varied. May be the
typical width of the im-
plied intervals for a par-
ticular target capture per-
centage or the percentage
of estimates below some
threshold

The share of estimates
receiving each grade

range around a single predicted value as a ’confidence
interval’ instead of a ’prediction interval’.  Confidence
intervals express the likely interval around a measure of a
parameter or an summary measure, not a single prediction
instance. More simply put, confidence intervals relate to
model parameter estimates, prediction intervals to estimates
of the dependent variable (Wood 2005). As most users of
AVMs are interested in the single predicted value of one
or a small number of properties, ‘prediction intervals’ are
of greater concern to the industry than true ‘confidence
intervals’ that are formed around the expected prediction
value mean. Therefore, we consider ‘prediction interval’ to
be the correct metric to analyse and, likewise, the proper
terminology to use. Moreover, prediction intervals are
usually considerably wider than a confidence interval as they
incorporate the variance of all terms in a model relevant to
make a prediction, including any global error terms. Adding
to the confusion here is the use of ‘Confidence Scores’
in standard AVM outputs and the general use of the term
‘confidence’ to represent the opposite of uncertainty. We
use ‘prediction intervals’ to indicate the a range of values
around a single predicted value and ‘confidence level’ to
indicate how much confidence (and a scale of 1% - 100%)
that the prediction interval represents.

Literature Review

A key defining feature of algorithmically-driven predictions —
be it of house values, the weather or medical diagnoses — is
the ability to produce estimates of uncertainty (Ghahramani
2015, Scher and Messori 2018). A forecast of sunny and 28
degrees with high certainty of clear skies versus the same
forecast with high uncertainty of the chance of precipitation
will likely mean a different choice of clothing, or at the very
least opting to bring an umbrella. Likewise, high certainty

around a house price estimate may create greater leverage in
negotiations and/or a more streamlined mortgage origination
process as opposed to a situation where the value is highly
uncertain. In short, the point estimate prediction may often
grab the headline, but the extent of uncertainty should
inform decisions and prescribe policy.

As context, Automated Valuation Modeling in North America
occurs in a variety of forms and for a multitude of purposes.
The standard use case is in mortgage lending, whereby
a bank or mortgage originator relies on an automated
valuation of a home to assist in assessing the value of
the underlying collateral. The AVM estimate is most often
used as a supporting piece of evidence alongside a more
traditional appraisal, especially for mortgage originations.
As of October 2019, however, originations on loans for
home sales up to $400,000 in price in the U.S. may rely
solely on an AVM estimate (U.S. Department of Treasury
2019). The use of AVMs in place of appraisals is also more
common in refinance situations where overall risk of default
is lower. Additionally, many financial organizations that hold
large numbers of mortgages will occasionally request AVM
estimate for all collateral in their portfolio to understand
overall performance.

The second common usage of AVMs is for tax assessment
purposes. Though often overlooked as a central use case of
AVMs, the property tax profession has the longest history of
using statistical models and automated process to produce
annual values for thousands of homes. Athird and newer use
of automated valuation models fall broadly under marketing
or informational concerns. Marketing firms may use home
value estimates for large sets of addresses in order to
better target their products to customers based on perceived
wealth and demand for particular products. Likewise, many
online listing portals — like Zillow.com and Redfin.com -
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offer AVM estimates of all homes with an eye towards
drawing users and informing potential buyers and sellers as
to local market conditions. It is helpful to keep these varied
use cases in mind when considering the differences in the
approaches to uncertainty offered by the various agencies,
researchers and practitioners reviewed below.

The literature on AVMs and statistical real property valuation
more generally is spread broadly across three different forms
of publications: 1) regulatory standards, guidelines and
policy papers; 2) traditional academic research, and; 3)
industry white papers. Among these sources discussions
of uncertainty vary widely. With the numerous entities
engaged in property valuation together with their divergent
use cases for valuations, the lack of unified thinking around
uncertainty is not surprising. We begin this literature review
by gathering the diversity of positions. This, then, serves as
the input for our efforts to develop a taxonomy of methods
for deriving uncertainty estimates in the latter half.

Regulatory Standards

Regulatory standards in the AVM space break down
generally into two sectors — those for tax assessment and
those for collateral valuation (mortgage lending). Overall,
the tax assessment sector has a more unified and consistent
set of standards. Driven by the International Association
of Assessing Officers (IAAO), the assessment community
shares a common set of up-to-date and well documented
guidelines that cover nearly all aspects of tax assessment
in considerable detail. However, concrete guidelines on
reporting valuation uncertainty are noticeably absent from
this corpus of standards (IAAO 2017; IAAO 2018). The
IAAO’s discussion of uncertainty is limited to notions of
parameter uncertainty in aggregated metrics (IAAO 2018)
and not single point prediction.

On the collateral valuation side, there are traditional valuers
(appraisers) and the AVM producers.  For traditional
valuation and appraisal practice, the Royal Institute of
Chartered Surveyors’ (RICS) Valuation Global Standards
(2017) and the Appraisal Institute’s Uniform Standards
of Professional Appraisal (USPAP) (2018) are the guiding
documents. USPAP has two specific sections dedicated
to mass appraisal, neither of which discuss the possibility
of anything but point estimates. =~ USPAP does often
make reference to the requirement that mass appraisal
of properties should be done under ‘recognised testing
procedures’ but does not specify what those might be
or provide a reference thereto. The RICS Standards
themselves do not address uncertainty either, however, it
is mentioned in the International Valuation Standards (IVS)
(2020) referenced by RICS (2017). The main IVS standards
make passing mention of valuation uncertainty (p. 117)
pointing to the market, the model or input data as its source.

In response to calls from RICS-related working groups
(Mallison 1994; Carsberg 2003; French and Gabrielli
2004), the International Valuation Standards Council (IVSC)
released a technical report on valuation uncertainty in 2013
(IVSC 2013). In it, they identify three drivers of uncertainty
in valuations: 1) Those due to basic market forces that
are exogenous to valuation; 2) Those due to the use of
different modeling techniques or approaches to value; and
3) Those due to uncertainty in the inputs to valuation models.
Additionally, this work (IVSC 2013) suggests that uncertainty
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should be both material — economically significant — and
necessary to or desired by the client or user in order to
warrant consideration by a valuer. When both conditions
are met, valuers are encouraged to provide qualitative
and descriptive, as opposed to quantitative, measures of
uncertainty.

Within the AVM industry there are a collection of
industry bodies which do or did offer support but not
binding oversight — the Europeoan AVM Alliance (EAA),
Collateral Assessment Technology Committee (CATC) and
the Mortgage Banker’s Association (MBA). All three have
issued guidance on the measurement and reporting of
uncertainty in AVMs in the recent past (CATC 2009;
EAA 2019; MBA 2019). The core message in the
recommendations from these bodies is that measures of
confidence should correlate with actual model performance
(observed model prediction errors). There is no prescriptive
stance on how uncertainty should be measured and
reported, only on the relationship of the output to reality.

Overall, the regulatory standards in place vary on the level
of prescriptive guidance provided in regards to uncertainty.
The tax assessment regulators generally ignore the issue.
Organizations related to appraisers and valuers such as RICS
and IVS focus on identifying the source of uncertainty and
providing a narrative around it. This is a marked contrast
from the advice of AVM industry bodies who are concerned
solely with the output — the correlation between the measure
of uncertain and the variation in observed market activities.
None of these bodies offer a standardized terminology
around uncertainty nor advice on constructing uncertainty
measures.

Academic Research

The voluminous set of academic research into property
valuation modeling can be broadly categorised into three
forms: 1) Conceptual discussions of valuation methods and
issues; 2) Research into the predictive accuracy of given
valuation methods (often in a comparative sense); and 3)
Research into the impact of a given variable(s) or feature(s)
on price and/or rent. The latter — and likely larger (Knight et
al 1992) — corpus of the three are highly concerned with the
concept of uncertainty, but almost exclusively in the context
of statistical parameter estimate uncertainty for their chosen
variable(s) of interest. We ignore this body of research in
this work.

We begin by reviewing the conceptual discussion of
uncertainty in valuation broadly.  Following this, we
sample the set of comparative performance literature —
the second category above — to measure how frequently
uncertainty, often expressed as valuation ranges, are used
as a performance criteria. It should be noted that
some research has both feature impact (category 3) and
performance criteria goals; so long as there is a focus on
predictive accuracy we consider it in our review below.

Conceptual Work

The RICS-funded Mallinson Report (1994) catalyzed some of
the earliest conceptual work around uncertainty in property
valuation (Mallinson and French 2000, French and Gabrielli
2004). Both variations in model inputs and difficulties in
measuring the current market and predicting futures ones



are seen as the key driving factors of uncertainty (French
and Gabrielli 2004). These unknowns and unknowable
factors are contrasted against the concept of risk, which
is defined as a direct measure of the potential loss due to
a decision or event. Another way to cast this distinction
is that uncertainty is the inherent imprecision in making an
estimate, risk is what one party stands to lose as a result
of this imprecision (Kucharska-Stasiak 2013). The valuation
profession — as impartial measurers of value(s) — are almost
exclusively concerned with uncertainty and not risk.

In a series of papers, French and Gabrielli (2004, 2005, and
2006) argue that a probabilistic framework for thinking about
the uncertainty of valuation inputs and market behavior is
key. Their work progresses from a broad discussion of
reporting and input distributional assumptions (2004), to
an example cash flow simulation (2005) on through to a full
case study (2006). Additional conceptual work on valuation
uncertainty is limited. Meszek (2013) extends the work of
French and Gabrielli (2005) using Crystal Ball by adding
in a game theory component to supplement uncertainty
measures obtained solely by simulation. Directly related to
AVMs, Lipscomb (2017) argues for the usefulness of deriving
single estimate prediction intervals via a bootstrapping
approach, however, no details or examples are provided.

The initial conceptual and applied research focuses heavily
on the context of a single valuation; French and Gabrielli
(2005; 2006) in a commercial real estate framework and
Meszek (2013) in a purely hypothetical one. While these
efforts set a solid foundation for thinking about uncertainty
in practice, looking only at a single valuation does not allow
for those measures of uncertainty to be validated.

Uncertainty Calibration

The industry guidelines from the EAA, MBA, CATC and
others all agree that confidence estimates should ‘correlate’
with actual model performance. To test for this form of
correlation or agreement, multiple valuations need to be
analyzed. Automated Valuation Models (AVMs) present an
ideal use case for exploring the agreement between reported
uncertainty and actual results.

Bolletti (2017) offers the first substantial test of uncertainty
calibration in an AVM context.  Borrowing from the
Conformal Predictors (CP) literature (Shafer and Vovk
2008), Bolletti conducts a test of the relationship between
uncertainty measures and model predictions. The
CP approach uses two metrics to measure calibration,
or the agreement of uncertainty measures with model
performance: 1) Validity and 2) Efficiency. As an example, if
a model provides prediction intervals at an 80% confidence
level and 80% of the observed values (sale prices) fall within
these ranges then the uncertainty measures are valid. If
only 75% do, then it is not valid. Within the CP framework,
Validity is a binary measure. If the capture percentage meets
or exceeds the confidence level it is valid, if not it is invalid.
The overall width of the prediction intervals is referred to
as Efficiency. All else equal, smaller intervals are more
informative or efficient than larger ones.

The empirical work by Bellotti (2017) is offered as a proof
of concept only. In it, he compares a model that uses
point estimates for market adjustments and one that uses
a probabilistic approach. The value ranges (referred to
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as ‘regions’ in CP) from the probabilistic approach offer
validity (at a 90% confidence) but less efficiency than those
from the point estimate approach. The innovation in this
work is the application of the conformal predictor approach
to an AVM and in expressing a framework for testing for
uncertainty calibration. The empirical results do not allow us
to generalise much about different approaches to estimating
prediction intervals.

Performance Comparison Research

There is a wide set of academic research that offers
comparisons of varying valuation methods and techniques.
Often, this work takes the form of testing a new and/or
improved statistical or machine learning model against a
more commonly used or benchmark model. We review this
work with an eye toward understanding how often, if ever,
uncertainty calibration is considered when judging model
performance.

We took a convenience sample of 42 published studies that
presented at least one comparison of valuation models. We
sampled from both traditional real estate-focused journals
as well as newer publications aimed at the broader machine
learning discipline. Our sample leveraged a recent literature
review of hedonic pricing studies by Wang and Li (2019) to
generate this sample. Each reviewed paper made some use
of accuracy metrics that compared a predicted value to an
actual sales price.

Within this sample, not a single paper presented an analysis
of uncertainty or prediction intervals. In each case, the only
model output that was analyzed was the point prediction.
Given the discussion of the importance of uncertainty
calibration within AVM industry guidelines, it is surprising
to see value ranges, and uncertainty in general, overlooked
by comparative AVM studies within the academic research.

Industry White Papers

The actual details of how industry AVMs operate are
usually a closely guarded trade secret. Many AVMs
and firms related to the AVM industry do publish white
papers that provide some insight into how each company’s
models work. Within the professional AVM space, there
are two broad types of AVM producers — those that
focus on providing single valuations to banks for lending
purposes and those that do not, or at the very least,
have a broader focus usually on marketing or information
provision. This distinction is important as lending-focused
providers commonly follow the industry standard approach
of representing uncertainty as a combination of forecast
standard deviation and Confidence Score, while non-lending
focused AVMs tend to be more creative.

The standard FSD and Confidence Score approach to
reporting uncertainty is standard in name only. In fact,
the variation in how FSDs and Confidence Scores are
created between providers is a major source of difficulty
throughout the entire AVM industry (MBA 2019; Clear
Capital 2020). Broadly, forecast standard deviations are
produced to represent the 68.2% confidence level of
possible values and are intended to provide a ‘statistical
degree of certainty’ (Corelogic 2017). This much is agreed

See Appendix A for the complete list
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on by most producers. How this value is calculated varies
widely and is often left poorly explained.

Confidence scores are even less standardised than
FSDs. Confidence scores do not have an agreed upon
representation, other than a subjective level of confidence
about the valuation. Some providers give this in letter
format, grades of A to F, or from High to Low. Others
represented it purely as a reciprocal of the FSD, a practice
that provides no additional information to the user. Still
others provide a numeric confidence score, say of 60 to 100
(Corelogic 2017), but are not clear on how a value of, say
85 might differ from 65.

Moving away from the lending-focused providers additional
innovation is present in the reporting of uncertainty.
HouseCanary maintains the FSD terminology but does not
assume normality and, instead computes FSDs from the
empirical error distribution that they observe through their
validation tests (HouseCanary 2018). GeoPhy — a provider
of AVMs for office and retail properties — opts for Robustness
and Interpretability scores as measures of the confidence in
and understandability of its AVM results (GeoPhy 2019).

Summary of Literature

There are few common threads among the three bodies of
literature. The more traditional valuation bodies — USPAP,
RICS and IAAO - agree that there is uncertainty in markets
and in aggregate measures, but do not directly address
the fact that any particular estimate of value has, itself,
a level of uncertainty about that value. The reporting of
standard property appraisals/valuations and tax assessments
mirror this as only single point value estimates are provided
to customers or taxpayers. Valuers are encourage to
discuss uncertainty in a narrative and not quantitative
format. On the other hand, AVM practitioners and industry
bodies more closely aligned with the financial industry
as well as academics concur on the inherent uncertainty
around point estimates and the importance of reporting in
quantitatively; however, they have not been able to agree on
a common language or process for measuring and reporting
uncertainty.

Each of the three groups - Regulators, Academics
and Industry Practitioners — generally offer very myopic
contributions to the overall discussion on uncertainty in
property valuation. The industry regulators that do mention
uncertainty provide broadly interpretable guidelines that
leave definitions and methods of measurement rather
vague. For instance, the AVM organizations all agree that
uncertainty measures and actual model performance should
be correlated; i.e. model uncertainty should be calibrated.
However, these suggestions are lacking in more prescriptive
measures as to how uncertainty should be calculated,
measured or reported. The academic research community
has laid a conceptual basis for uncertainty in valuation,
but has put forth little energy towards empirically testing
for calibration in uncertainty estimates. Additionally, most
academic research aimed at improving model predictions
completely ignores issues of uncertainty. This absence
makes it difficult for practitioners to fully leverage this
work and/or understand the likely performance of these
models in an applied environment where uncertainty is a
critical component of model performance. Finally, industry
white papers provide a brief peek into how the major
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AVM practitioners are representing uncertainty in their AVM
outputs, but here, too, there is little agreement and few
details. Providers offer varying approaches to measuring and
reporting uncertainty. This together with methodological
opaqueness driven by protecting trade secrets leaves AVMs
customers under-informed and the reduces the ability of
regulators and academics to collaborate with industry on
unified standards.

Approaches to AVM Uncertainty

It can be difficult to completely disentangle FSDs and
Confidence Scores when attempting to understand and
categorise the methods used to measure and report
uncertainty in AVMs. As a result, we survey the existing
reported approaches to AVM uncertainty providers by
considering FSDs and Confidence Scores jointly. In doing
so, we find two fundamental approaches to calculating
uncertainty are generally applied:

e Error-Based

o Model-Based

Error-Based

Error-based approaches use a distribution of known
prediction errors from the model to directly create the
uncertainty estimates for new predictions that are made.
Ecker et al (2019) offer a clear explanation of this within a
toy example using a very basic AVM with a training set of
30 sales used to value one sample home. They begin by
calculating the predictive error on each of the 30 training
sales through leave one out cross validation approach on
a linear model. They then compute the standard deviation
of the 30 cross-validated errors and label this the forecast
standard deviation of the model. Next the 30 sales in the
same linear model specification are used to generate a point
prediction estimate of the single example home. To create a
low and high value range (prediction intervals) they multiply
the FSD by the factor that creates a normal distribution
coverage that is desired — a 68% range would be a factor
of 1.0, a factor of 1.28 for 80% and 2.0 for 95%.

The process described in HouseCanary’s white paper
follows a similar path by using the empirical distribution
of the errors but does not force normality on the range. The
approach by which they then directly tie observed errors
to individual home prediction intervals is not elaborated.
Other vendors and consultant reports appear to suggest an
error-based approach, but also do not provide definitive
descriptions (Gordon 2005; Connected Analytics 2015;
Freddie Mac 2020). GeoPhy’s (2019) ‘robustness score’ also
falls into this category. This score is created by summing
the reciprocals of a number of standard error metrics,
though again, no exact mapping to individual predictions
is provided.

Model-Based

Model-based approaches to uncertainty are generally
derived one of two ways. The firstis in cases where multiple

Corelogic (2011, 2017) presents a possible third approach; one based
on information quality, noting that their uncertainty measure is [a] ‘range
of estimates based on consistency of information’. As construction of
this metric is proprietary we do not consider this approach in this paper



different models are calculated — an ensemble (Clear Capital
2020). In such cases, a measure of uncertainty derives
from looking at the distribution of values that are produced
by the different models and creating uncertainty estimates
(at a certain confidence levels). This can be done through
different model classes in a traditional ensemble or through
a bootstrapping, or re-sampling, approach with the same
model class and specification (Lipscomb 2017). As an
example, Miller and Sklarz (2017) offer a method for using
variation in the sale prices of comparable properties used
within traditional appraisal framework to derive prediction
intervals.

A second model based approach is to use standard
prediction interval calculations derived from parametric
model assumptions. This approach is generally limited
to linear based models that have coefficient and standard
error outputs from which to calculate prediction intervals.
Intervals from this latter approach end up being symmetric,
while those from the first can take any distributional shape.

We see advantages and disadvantages to both of the
above approaches. Conceptually, we can compare these
across three components: 1) Directly tie to past model
performance; 2) Consideration of model class used; and
3) Recognition of data completeness, density and quality.
Each approach can be categorised as addressing these
components either directly, indirectly or not at all (Table
2).

Table 2. Prediction Interval Method Classification

Method | Tiesto Ob- | Considers Recognises
served Er- | Model Data
rors Class Quality
Differ-
ences
Error- Directly Indirectly No
Based
Model- | Indirectly Directly Indirectly
Based

One additional issue to consider is the symmetry of the
prediction interval. A symmetric prediction interval means
that the upper interval value is always the same distance
from the point estimate as the lower interval value. Methods
that are based on normal distributions and multipliers of
FSD values (Gordon 2005; Freddie Mac 2020) necessitate
symmetric ranges. Other approaches are not limited to
symmetric ranges. Ecker et al (2019) argue that symmetric
ranges are always desirable; we disagree. As many (most?)
real estate pricing decisions are influenced, at least in part,
by comparison of local and recent comparable sales, it
is unlikely that all price points of reference are evenly
distributed around the point estimate in a symmetric fashion.
Related, home prices, like other financial assets, often fall
into approximately log-normal distributions. This means
that certain model classes and/or data transformations
can inherently generate symmetric prediction intervals and
errors; however, this symmetry will not be represented in
standard dollars, but rather in log dollars. Finally, other
drivers of uncertainty such as measurement errors may also
not show symmetric variation. In sum, we hold that the
desirability of symmetric uncertainty estimates should be an
empirical question.
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Overall, we concur with many of the industry bodies and
commentators that the variation in the terminology around
and approach to uncertainty in property valuation is a
disservice to the industry and consumers in general. Further,
we believe the question of which approach to use should be
answered empirically. In the remainder of this paper, we set
out to test these two approaches to generating prediction
intervals on a deep, longitudinal data sample of homes sales
from King County WA (Seattle Metro).

Methodology

Our review of the literature shows two primary methods
for creating prediction intervals: error-based and model-
based. In this section we detail the approach we use
to test the performance of different methods to generate
calibrated prediction intervals. We begin by discussing
the model classes and geographic scales at which we
perform our empirical tests. Next, we outline the two
approaches to prediction interval creation that we will use.
We follow this by describing the metrics used to evaluate
calibration. Finally, we conclude this section by outlining
the full experimental approach, including a sensitivity test.

Model Classes and Geographic Partitions

The goal of this paper is to compare the quality of error- and
model-based approaches to creating prediction intervals. To
provide the most generalizable set of findings, we make
these comparisons across two different model classes —
linear and non-linear — and at two different geographic
partitions — global and local.

Our linear model specification uses a simple ordinary least
squares (OLS) estimator in which the natural log of the sale
price is expressed as:

In(price) = f(S,L,T)

Where S are structural features, L are locational features and
T are temporal features (Fik et al 2003). More specifically,
these variables are:

o Townhome (binary: Is property a townhome?)(S)

e Year Built (S)

e Home Size in SqFt (S)

e Home Quality (S)

e Home Condition (S)

e # of Bedrooms (S)

e # of Bathrooms (to the .25 bath) (S)

e Lot Size in Square Feet (S)

e Waterfront Location (binary: Is property waterfront?)

(L)
e View Score (L)
e Latitude (L)

o Longitude (L)
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o Month of Sale (monthly dummy variables) (T)

While we recognise that it is unlikely that commercial-grade
AVMEs use a specification this simple, our goal is to explore
prediction interval calibration, not model accuracy, and a
relatively parsimonious OLS specification provides a useful
baseline.

As a complement, we also estimate a non-linear model via
a random forest. To keep the comparisons as equal as
possible, we use a very similar model specification:

ln(Pricetimeudj) = f(S/ L)

Where In(Price_timead)) is the natural log of the time
adjusted sale price, S are structural features and L are
locational features. There are a few slight differences from
the linear specification:

1. We time adjust’ the sale prices before estimating the
model as random forests do not handle temporal
control, or fixed effects, variables as well as linear
models.

2. We use the default random forest hyperparameters
set in the R ranger package: 500 trees, a minimum
node size of 5; and an ‘mtry’ of the square root of the
number of features in the model (Wright and Ziegler
2017).

We also conduct our comparisons with two different
geographic partitions. The primary reason for doing so is
that overall data size or density may influence the quality
of prediction intervals. By estimating models with all data
and then again with subsets of it, we can test for changes to
calibration and efficiency based on sample size.

The first partitioning scheme is the entire county, whereby
we use all of our data in the same model. As the test county
is rather large, nearly 2.2 million residents in 2019, we can
break the area into many smaller ‘submarkets’ and still have
enough data to estimate and evaluate model performance.
We manually create 19 residential submarkets based on
existing county tax assessor assessment areas. Most of
these areas contain roughly 1/19 of the total volume of
transactions in the county, though there are a few larger
and smaller submarkets. In the results below we refer to the
full county models as ‘Global’ and those partitioned at the
submarket level as 'Local’.

Prediction Interval Methods

The example presented by Ecker et al (2019) represents
an error-based approach. In their example all properties,
regardless of their characteristics, receive the same
prediction interval width. These widths are expressed in
a percentage sense; i.e. relative to the point prediction. As
an example, if the model has a known FSD of 15%, then
all properties would get a prediction +- 15% if the provider
were giving an 68.2% prediction interval. If 90% confidence
level is desired, then the prediction intervals would be be
24.7% +/- (15% * 1.645). Regardless of the confidence level,
the error approach will produce symmetric and normally
distributed prediction intervals.
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Producing an error-based uncertainty measure requires
knowledge of the known error distribution of the model. The
errors can come from any type of class of model, so long as
they can be summarized in a single measure of dispersion,
such as FSD. Following Ecker et al. (2019) we calculate
these via cross-validation (5-fold) of the training sample
with both classes of models discussed below. The FSD
is derived from the standard deviation of the cross-validated
percentage prediction errors from the model. An error-
based approach produces low and high deviations from the
point prediction in percentage terms — ex. prediction of
$100,000 +/- 15% — which are then converted into low and
high range values — $85,000 and $115,000 in this example.

Unlike the error-based method, the model-based approach
varies by model class. Additionally, and also in contrast to
the error-based method, model-based approaches directly
estimate the low and high range values, not the width of the
range itself. As such, the model-based approaches can be
both asymmetric and non-normally distributed.

Linear Model

For the linear model, we create prediction intervals by
resampling errors (Davidson and Hinkley 1997). We assume
the error term in our linear model has iid errors, but we do
not require the assumption of normality. We then mimic

samples from the distribution : (8+X) — (8+X +¢€). We run
100 bootstrap trials on each model and select our prediction
intervals from the distribution of the predictions resulting
from the 100 trials. In each trial, the dependent variable
is the predicted value of that observation perturbed by a
variance adjusted residual, sampled from the residuals of the
base model, with replacement (Davidson and Hinkley 1997).
For example, for an 80% confidence level, we would extract
the 10th and the 90th percentiles from the distribution of
bootstrapped predictions as our prediction interval.”

The full algorithm for a single prediction, i, with an 80%
prediction interval is:

1. Estimate the base model with the full set of training
data, length N

2. Make a point prediction for for observation i using the
base model

3. Variance adjust the residuals from the base model
where the adjusted residual is the residual divided by
the square root of 1 - the leverage of that observation

4. Repeat the following 100 times:

(@) Sample from the adjusted residuals in #3 N
times

(b) Create a perturbed predicted value for each
training observation by adding the sampled

SWe use a robust linear model to create a house price index and then
adjust all sales to a single point in time (the most recent month in the
data). We use the hpiR R package to create the house price indexing
(Krause 2020).

it should be noted that this approach is a considerably more
complex approach to prediction intervals than the standard linear model
extension common in textbooks, whereby the distributions of parameter
estimates and model standard errors are combined leveraged to produce
prediction intervals.



residual from 4(a) to the predicted value of each
training observation from the base model

(c) Re-estimate the model with new dependent
variable values from step 4(b)

(d) Extract the residuals from this new model
(e) Variance adjust these with the formula from #3

(f) Sample 1 of the residuals from 4(e) and add to
the predicted value for observation i from model
in 4(c) to create a new predicted value

5. From the 100 prediction from step 4(f), sort in order
and select the desired quantiles. In the case of a 80%
confidence level, the 10th and 90th percentile.

Non-Linear Model

Generating prediction intervals from the non-linear model
leverages the quantile random forest approach first offered
by Meinhausen (2006). For each predicted value, we
examine the entire distribution of sales prices that occupy
shared terminal leaf nodes from each individual tree in the
random forest. We order these sale prices, and then, like the
linear bootstrap approach above, we select our low and high
prediction interval values from the corresponding quantiles
in the distribution of values extracted from the leaf nodes.
Again, for a 80% confidence level, we choose the estimated
values at the 10th and 90th percentiles of the distribution of
values from the leaf nodes.

Evaluation Metrics

Calibration is the primary metric for evaluating prediction
interval reliability. In this context, calibration refers to the
agreement between the capture percentage of the prediction
intervals — the proportion of validation points which fall
within the interval range — and the desired confidence level
(Leathart and Polaczuk 2020). As an example, for a model
producing prediction intervals at an 80% confidence level
80% of the actual observed validation points would need to
fall within the prediction intervals. For the tests below we
examine confidence levels at 50%, 68%, 80% and 95%, but
in practice any set of confidence levels could be used.

Previous work (Shafer and Vovk 2008; Bellotti 2017) treats
the measure of calibration as a binary metric; the capture
percentage of a model’s prediction intervals at a given
confidence level either hit the intended proportion (are
calibrated) or they don’t (are not calibrated). As such, it is
a one-sided measure whereby a capture percentage of 84%
for an 80% confidence interval is more desirable than a 79%
capture percentage. Here, we treat mis-calibration as a two-
sided, continuous measure in which intervals that are too
conservative — capture percentage greater than confidence
level - are equally wrong as intervals that are too aggressive
(too tight). We adopt this differing interpretation as the
one-sided approach offered by Shafer and Vovk (2008) is
certainty pertinent in a risk-related framework, but may not
be in other situations. To present the broadest and most
widely operable evaluation framework, we opt for a two-
sided metric.

All else equal, narrower prediction intervals are more
informative and more efficient than wider ones. A measure
of this efficiency is the second common metric relating
to the evaluation of prediction intervals. We term this
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‘Interval Efficiency’ and measure it as the mean of the
widths of all prediction intervals at a given confidence level.
To standardize the widths across predictions of different
valuation amounts, we convert these to relative measures
where the width of the prediction interval is divided by the
point estimate.

Data

To empirically test the performance of the error- and model-
based uncertainty methods we use a large, longitudinal
dataset of home sales from King County, WA. These data
include all single family residential home sales (detached
and townhomes only) in King County (Seattle Metro) from
January 1, 1999 through December 31, 2019. These data
originate with the King County Tax Assessor but have been
collected, cleaned and is available online in an open sourced
R package.!l The raw data include 485,044 transactions from
the 21-year time period. There are 38 different features or
variables about each home. The spatial extent of the sales
within the county is shown in Figure 1.

Table 3 below shows a summary of sales data along with
the variables used in the models tested below. There is
a wide variety of prices in King County as the housing
stock in Seattle and its suburbs are highly variable. Multi-
million dollar homes are common on the waterfront areas
and in the central, older neighborhoods, with smaller and
more affordable residences in the far south and north. The
variables in the data are, generally, self explanatory with the
exception of view score. The King County Assessor assigns
a rating on a scale of 0 (no view) to 4 (excellent view) for a
variety of different views (water bodies, mountains and city
skylines) in the region. We sum all the view score ratings to
create a composite view score for each observation in data.

In addition to the variables provided in the raw data, we
add one more, a submarket label. The existing data have an
Assessment Area field that indicates the small assessment
zones designated by the local tax officials. There are 95
of these, many of which may be too small in which to
estimate separate valuation models. To remedy this we
aggregate these 95 areas into 19 core ‘submarkets’ based
on geographic proximity and natural boundaries. A useful
feature of these assessment areas is that they are not always
geographically contiguous. Some, especially those covering
special properties such as high-end waterfront homes, are
spread over a wide area, interspersed with other zones. This
highlights the advantage of using these assessment zones
over, say, ZIP codes designations as these zones are specially
created to capture local market effects.

To create the local models in the analysis below, we estimate
separate valuation models in each of the 19 submarkets
using the identical model specification. ~We take this
approach, as opposed to the common approach of using
a fixed-effect approach, to allow for our intercept and
coefficients to vary by submarket in the linear model and
to simplify the tree-splitting depth needed in the random
forest approach.

In order to best represent the 'noisiness’ of data in a real-
world AVM context, we maintain the majority of outlying
data observations in our primary empirical analysis. There

ISee https://github.com/andykrause/kingCoData for instructions on
how to access this data as well as details on its construction.
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Location of Home Sales
King County, WA, USA
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Figure 1. Location of Home Sales
Table 3. Summary Statistics
Variable Min 25th Median Mean 75th Max
Sale Price $50,293 | $280,000 | $400,000 | $503,894 | $600,000 | $30,000,000
Townhome (y/n) 0.00 0.00 0.00 0.06 0.00 1.00
Year Built 1900 1952 1977 1972 1999 2019
Home Size (sq.ft.) 402 1440 1940 2090 2570 20140
Home Quality 1.00 7.00 7.00 7.64 8.00 20.00
Home Condition 1.00 3.00 3.00 3.48 4.00 5.00
Bedrooms 1.0 3.0 3.0 3.4 4.0 13.0
Bathrooms 0.50 1.75 2.25 2.15 2.50 12.75
Lot Size (sq. ft.) 375 5100 7500 14239 10380 2380118
View Score 0.00 0.00 0.00 0.50 0.00 20.00
Waterfront (y/n) 0.00 0.00 0.00 0.01 0.00 1.00
Latitude 47.16 47.45 47.56 47.55 47.67 47.78
Longitude -122.53 -122.32 -122.22 -122.21 -122.12 -121.16
are a number of records that do appear to be either data o Year built less than or equal to year of sale
errors or properties that are not single family residences or
townhomes. We employ the following filters to the data, Empirical Approach

which remove 10,714, or 2% of the total observations.

e Home size (sq. ft.) greater than 400 square feet (37
sqm.)

At least one half bathroom

At least one bedroom

Fewer than twenty bedrooms

First floor square footage greater than or equal to lot
size
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To test the performance of the two uncertainty methods we
employ the following ‘walk-forward” approach (Stein 2007)
across the entire time frame of our study, January 1999
through December 2019.

1. Isolate one year’s worth of sales (training data). Ex.
January 1999 through December 1999

2. Use the training data to make point predictions on
sales in the month following - Ex. January 2000



3. For both of the uncertainty approaches — error-based
and model-based - calculate prediction intervals at
confidence levels of 50%, 68%, 80% and 95%.

4. Compute the valuation error by comparing the
predicted value to the known sale price

5. Move the ‘window’ of analysis ahead one month and
repeat steps 1-4 for the entire time period. With 21
years of data, minus the initial one year training period
this amounts to 240 different ‘windows’ of analysis.

6. Combine the results — the predicted values, prediction
errors and the two sets of prediction intervals — from
all 240 periods

7. Calculate the model’s predictive accuracy for the point
prediction values

8. Calculate uncertainty calibration and efficiency for
each of the two sets of uncertainty methods at each
of the 4 confidence levels.

As discussed above, we evaluate the uncertainty methods
for two different model classes - linear and non-linear — and
for two different partitioning schemes — global and local.
This equates to four different comparative situations.

e Linear Model, Global Partition
e Linear Model, Local Partition
e Non-Linear Model (Random Forest), Global Partition

e Non-Linear Model (Random Forest), Local Partition

When analyzing the locally partitioned models, we
aggregated the results from all 19 submarkets in order to
offer an equal comparison to the global models.

Results

We begin by providing an overview of the predictive
accuracy of the four comparative modeling setup. The focus
of this work is on prediction intervals and their calibration
and efficiency; we present these point estimate accuracy
figures as context only. Table 4 shows a summary of
the predictive accuracy of the point predictions for the
greater than 400,000 sales in King County over the 2000
through 2019 time frame. The metrics are as follows:
MdAPE, median absolute percentage error; MdPE, median
percentage error; PE10, percent within 10 percent of sale
price; and PE30, percent within 30 percent of sale price.
These findings are relevant in interpreting the calibration
and efficiency results below.

Table 4. Accuracy Results

Model Partition | MdAPE MdPE PE10 PE30
Linear Global 0.135 0.005 0.388 0.826
Linear Local 0.094 0.000 | 0.525 | 0.899
Non-Lin Global 0.073 -0.002 0.616 0.923
Non-Lin Local 0.071 -0.003 0.623 0.926

First, the non-linear models — the random forests — are
considerably more accurate than the linear approach. This
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is especially true at the global (entire county) scope. Moving
to locally partitioned models substantially improves the
linear model, while it has limited impact on the accuracy
of the non-linear model as the flexibility in the non-linear
approach can better handle spatial heterogeneity. This is
not a surprising result given the heterogeneity of the housing
market in King County.

Second, all four models are relatively unbiased with median
percentage errors (MdPEs) near 0. The slight under-
prediction bias is likely due to the experimental design
whereby we generate predictions in, for example, January
2000 using data from January 1999 through December 1999.
The overall level of appreciation in the prediction month
likely contributes to this small bias figure as there were
more months of positive price gains during this 20-year
period than months with price declines. Again, given our
focus on prediction intervals and on the relatively low level
of bias we are not concerned with any negative impacts on
our generalizability due to the experimental design.

Calibration

A comparison of calibration results for both methods across
all four combinations of model class and geography are
shown in Table 5. A number of general findings can be
made.

Across all four partition-model combinations, the error-
based prediction intervals are usually overly conservative
— that is, the capture percentages are higher than the
confidence levels. For example, in the Global partition,
Linear model experiment 62% of observed sale prices
fell within the 50% prediction intervals. The level of
conservative-ness falls as the confidence level rises and,
once we get to a 95% confidence level the prediction
intervals from the error-based approach are very well
calibrated.  The trend of over conservative-ness that
decreases with increasing confidence levels holds across
model classes and partition schemes.

Conversely, the model-based prediction intervals show
differing calibration based on model class. For the linear
models, there is a slight over-confidence in the prediction
intervals — capture percentage is less than the confidence
level. This mis-calibration is small, generally around 1-2%
(ex. capture percentage of 49% for a confidence level of
50%) and holds regardless of confidence levels. For the
non-linear models, the model-based prediction intervals are
overly conservative, though generally less so than error-
based approach and less so at higher confidence levels.

Comparing between the error- and model-based shows
some mixed results. For confidence levels 80% and lower
the model-based prediction intervals offer better agreement
between capture percentages and confidence levels (are less
mis-calibrated). Within these lower confidence scenarios,
the primacy of the model-based approach to prediction
intervals is more evident in linear models as opposed to
the non-linear approach. The difference is also larger the
smaller the required confidence level. Once looking at a
95% confidence level, the error-based approach become the
preferred approach. The differences are relatively small - 2%
or less — but are consistent across the four different partition
and model class combinations.
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Table 5. Calibration Results

Table 6. Interval Efficiency Results

Model Conf. Level. | Error-Based | Model-Based Model Conf. Level. | Error-Based | Model-Based
Global Global

Linear 50% 0.62 0.49 Linear 50% 0.37 0.26
Linear 68% 0.79 0.66 Linear 68% 0.54 0.40
Linear 80% 0.87 0.78 Linear 80% 0.69 0.53
Linear 95% 0.95 0.93 Linear 95% 1.06 0.97
Non-Lin 50% 0.69 0.57 Non-Lin 50% 0.25 0.19
Non-Lin 68% 0.81 0.75 Non-Lin 68% 0.37 0.29
Non-Lin 80% 0.88 0.86 Non-Lin 80% 0.47 0.39
Non-Lin 95% 0.95 0.97 Non-Lin 95% 0.73 0.69
Local Local

Linear 50% 0.64 0.50 Linear 50% 0.27 0.19
Linear 68% 0.80 0.67 Linear 68% 0.39 0.29
Linear 80% 0.88 0.79 Linear 80% 0.51 0.39
Linear 95% 0.95 0.93 Linear 95% 0.78 0.71
Non-Lin 50% 0.67 0.56 Non-Lin 50% 0.22 0.18
Non-Lin 68% 0.80 0.74 Non-Lin 68% 0.33 0.27
Non-Lin 80% 0.87 0.85 Non-Lin 80% 0.42 0.37
Non-Lin 95% 0.95 0.96 Non-Lin 95% 0.65 0.64

Values in this table denote the capture percentage of each model at each

confidence level

A likely reason for the poorer performance of the error
approach at lower confidence levels is that it assumes a
normal and symmetrical error distribution. This assumption
may not hold as well in the ‘middle’ distribution of the data as
when the prediction intervals are expanded to capture 95%
of the likely values. Additionally, the error-based approach
requires an a priori error distribution drawn from a previous
assessment of model performance. Inherently, this assumes
that the types of homes that sell in the prediction month are
similar to those in the previous model assessment period;
deviations from this will cause less reliable prediction
intervals under the error approach as opposed to the model
approach. The model-based approach is able to account for
changing samples as it uses the characteristics of the homes
being valued to generate prediction intervals and not just
past model performance (as the error-based method does).

Interval Efficiency

Next, we look at the efficiency, or narrowness of the
intervals. Given the same level of calibration, narrower
prediction intervals are preferred to wider ones. The figures
shown in Table 6 are relative measures of interval efficiency.
For example, the value of 0.35 indicates that the mean
relative prediction interval for this model at this confidence
level is 35% of the predicted price. On an example home
with a predicted price of $100,000, this would equate to a
prediction interval of $82,500 to $117,500.

As expected, lower confidence levels result in narrower
prediction intervals, all else equal. For both approaches,
interval widths at 95% confidence are about three times
those at 50%, with width increasing sharply when going from
80% confidence to 95%. In other words, that added level
of confidence is quite expensive from an interval efficiency
sense.
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Values in this table denote the median relative width of the prediction intervals

for each model at each confidence level

When using all transactions in the same model (Global
partition), the non-linear intervals are about 30% narrower
than the those from the linear model. This holds for both
the error- and the model-based approaches. Moving to local
models this differences diminishes suggesting that, much
like the accuracy results in Table 3, a localized partitioning
scheme can narrow the performance gaps between linear
and non-linear modeling approaches.

The model-based prediction intervals are consistently
narrower or more efficient than those from the error-based
approach at each model and confidence level combination.
The error-based intervals range from 5% to 35% wider, with
smaller differences at the higher levels of confidence. We
would expect this convergence at the high end as confidence
near 100% the intervals from either method converge around
very wide widths nearly equivalent to the price itself. Simply
put, there is less ability for the modeling approach to
differentiate at those very high levels of confidence.

Calibration vs Efficiency

Both metrics — calibration and efficiency — highlight related,
but distinct, components of measuring and reporting
uncertainty in automated valuation modeling. In the best
case, a model would be both calibrated and have efficient
prediction intervals. In reality, there is often a trade-off to
be had between the two.

Figure 2 illustrates the relationship between calibration (x-
axis) and prediction interval efficiency (y-axis). In this
example comparison, we see that the model-based approach
is both more efficient (lower on the y-axis) and more closely
calibrated (closer to the vertical gray line on the x-axis). Note
that points to the left of the gray vertical line represent overly
aggressive prediction intervals (too narrow) and those to the
right overly conservative ones. As the scale indicate, we see
more conservatism in the analyses we ran. There are notable
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Calibration vs Efficiency
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Figure 2. Calibration vs Efficiency

differences between the calibration-efficiency relationship
between model- and error-based approaches depending on
confidence level. Intervals at the highest confidence level —
95% — indicate that error-based approach is better calibrated
though slightly less efficient. For the three lower confidence
levels, the model-based intervals clearly dominate the error-
based ones. These differences are greater for the linear
model (left panel) than the non-linear. The relationship holds
relatively similar between the Global and Local partitions,
though with Local modeling showing much better efficiency,
though often worse calibration for the linear model.

It is also important to note that, though in most cases
the linear models (left panels) are more closely calibrated
than the non-linear models, they are also considerably less
accurate (see Table 3). Accuracy becomes an additional

Model-Baged Partition & iobal @ Loca

consideration that users or model developers may take into
account when calibration and efficiencies are relatively close.

The major takeaway here is that the model-based intervals
are more appropriately calibrated and as or more efficient
for each model-partition-confidence interval pair, except for
measures of calibration at the very high 95% confidence
level. At the highest level, the error-based model does
appear comparable, though the differences are smaller.

Sensitivity Test

The above results were derived using most (98%) of the
observations from the original dataset. These findings are
based on a large, longitudinal dataset from which we’ve
removed very few outlying observations. In practice, an
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AVM provider or researcher may apply more stringent filters
to their data. To examine the sensitivity of our initial findings
to the data quality, we perform a sensitivity test where we
remove a much larger set of data. We do this to expand the
generalizability of our findings to a wider swatch of potential
AVM use cases.

For this “filtered data’ test, we employ two filters. First, we
remove all transactions that had a major change in home
facts over the twenty-year time period. We remove these
as there is some doubt over whether or not the sale was
observed before or after the renovation or rebuild. Next, we
limit our data to the middle 80th percentile of sales prices
in each of the 21 years, essentially eliminating both the low
and high end decile of sales from the sample. This creates
a more homogeneous set of homes to value. Employing
these two filters reduces our observations down to 348,407,
a reduction of 27% from the dataset used in the original
analysis above.

To put the differences in the datasets in context, Table 7
shows the accuracy improvement due to the filtered sample.
All model classes and partition combination gain accuracy
from removing outlying sale prices, with the improvements
relatively even across model classes. It should be cautioned
that this doesn’t mean that the filtered data results in a better
model, only that the set of sales for which the model is built
on and, more importantly, evaluated on is ‘easier’ in the
sense that they are more likely to be less unique homes.

Table 7. Accuracy Results - Sensitivity Tests

Model | Sample Full | Filtered | Change
Linear Global 0.136 0.116 -14.1%
Linear Local 0.093 0.076 | -19.1%
Non-Lin | Global 0.074 0.061 -16.4%
Non-Lin | Local 0.072 0.059 -16.9%

The results of the sensitivity test along with the results from
the original analysis (grayed out) are shown in Figure 3. In
all cases, across interval type, model class, confidence level
and partition, the intervals from the filtered sample are as
or more reliably calibrated than in the full dataset. This is
indicated by horizontal distance to the gray vertical line that
denotes perfect calibration.

For the linear models (left panels) the model-based
prediction intervals showed little difference from those
found in the full sample. Interestingly, regardless of
confidence level and partition, the model-based for the
linear models all cluster around 0.02 percentage points too
aggressive in terms of calibration. The error-based intervals
for the linear models show considerable improvement with
the filtered data sample for all of the confidence levels except
95%. At the lower confidence levels, the global partitions
are better calibrated though less efficient than the locally
partitioned models.

With the non-linear models (right panels), there are big gains
in calibration reliability for the error-based model with the
filtered sample, while the model-based approach sees more
modest improvements. At the 95% confidence level we
see a near parity in calibration reliability between the the
error- and model-based intervals as well as between global
and local partitions. In general, there is little difference
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in calibration between the global and local partitioning
schemes for the non-linear models.

Looking into the efficiency measures (y-axis) we see
improvements across the board due to the filtering of the
data. This is expected as removing transactions at the tails of
the price distribution should result in a more homogeneous
set of validation sales and, overall, more confidence in the
valuations. The accuracy results in Table 7 highlight the
predictive benefits removing outlying observations from the
set of sales on which to evaluate model accuracy. In both
the error and the model-based approaches, the increases
in efficiency (reduction in interval width) are greater for the
higher confidence levels. This is especially apparent for the
95% confidence level where the prediction interval widths
are halved for linear models and reduced about 30% for the
non-linear ones. For the lower confidence levels, the filtered
data benefits the error-based model slightly more than the
model-based approach, though this finding is reversed at
95% confidence.

Finally, whereas in the full data sample the model-based
approaches were generally more efficient than the error-
bssed ones at the lower confidence level, the findings
from the filtered sample show parity in interval efficiency.
Additionally, the 95% confidence level seems to favor the
model-based approach for the linear model but the error-
based approach for the non-linear, though the differences
are fairly small.

Overall, this sensitivity test is generally supportive of our
earlier findings; 1) Model-based methods of determining
uncertainty (via prediction intervals) are more reliably
calibrated then error-based ones, except at the highest levels
of confidence; 2) Model-based methods tend to offer slightly
more efficient prediction intervals — though conditioned by
data quality — again, with some exceptions at the highest
level of confidence.

Discussion

The uncertainty of point estimates from AVMs is highly
useful information for many users. Despite this, the
existing literature and guidelines around how to estimate,
measure and report uncertainty is rather limited. Industry
and organizational guidelines for the AVM providers do
emphasise that uncertainty calibration — the agreement
between confidence level and capture percentage — is
critically important, however, they offer few details on the
mechanics of creating prediction intervals and measuring
calibration. The academic literature has been producing
research on mass valuation of real estate for nearly fifty
years, yet the discussion of uncertainty estimates in general,
and prediction intervals specifically, is limited and empirical
tests of methods to do so are practically non-existent.
Adding to the difficulties here is a lack of established
terminology around uncertainty in general.

In short, there is very little shared language, limited practical
advice on interpreting uncertainty for users of AVMs and
a lack of specific instruction for AVMs producers on
creating, measuring and reporting AVM uncertainty. In this
paper we clarify the language around discussing uncertainty
and outline an evaluation framework for measuring the
quality or reliability of uncertainty estimates. Using a
twenty-year dataset of sales (over 480,000 observations)
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Figure 3. Calibration vs Efficiency, Filtered Data

from King County, WA, USA, we then empirically test
the performance of two opposing methods for generating
uncertainty estimates (prediction intervals) across two
different model classes and two different data partitioning
schemes.

Our results show that the model-based approaches to
generating prediction intervals dominate the error-based
method by being more reliably calibrated as well as more
efficient for moderate confidence levels from 50% to 80%.
The lower the confidence level, the greater the advantage
of the model-based approach. At the very high end of the
confidence scale (95% in our study), the error-based method
shows superiority in terms of calibration reliability. These

preferences holds across both model classes (linear and non-
linear) and for both partition schemes. Given that the error-
based approach is based off of the assumptions of normality
and symmetry, the resulting mis-calibrations at the low end
are not surprising. The errors from the full sample tests are
highly leptokurtic — kurtosis measurements ranging from 10
to 15. As such, the FSD calculations are likely influenced by
these outlying observations and, correspondingly, produce
overly wide intervals at lower confidence levels. Once the
confidence level get high enough to capture tail observations
(around 95%) the leptokurtic nature of the distribution
becomes an asset not a hindrance. In short, real estate prices
— like many economic measures — and their related modeling
errors are not normally distributed and computations relying
on assumptions of normality may suffer.
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A look at interval efficiency — the width of the prediction
intervals relative to the predicted point estimate — tell a
very similar story. Model-based approaches dominate at
lower confidence levels, with a reversal at the high end
of the confidence range scale. The model-based intervals
range from about 30% more efficient at the lower confidence
intervals up to 5% as we approach 80% confidence. Here
too, the violation of the normality assumption is likely
playing a key role.

An additional factor shaping interval efficiency is the fact
that model-based intervals more heavily leverage existing
data observations (sales prices, in this case) when setting
interval limits. This puts natural bounds on extreme interval
values. By anchoring to actual observations and by allowing
for asymmetry in the interval, the model-based approaches
can provide more efficiency, especially toward the low end
of the range. Conversely, error-based approaches leverage
a multiplier of the point predictions, which can lead to
prediction interval values outside of actual observed sale
prices.

Our sensitivity analysis using a filtered data set with fewer
extreme values confirms the general trends from the full
sample analysis, with a few minor differences. Most
importantly, a more normally distributed set of model
errors — kurtosis figures ranging from 3 to 7 — does offer
considerable improvements to the error-based model as
opposed the model-based approach. This finding supports
our concern about normality assumptions in the error-
based approach. We specifically filtered the sensitivity set
to a greater extent than a practitioner or AVM provider
would likely do solely to test our assumptions and provide
generalizations.  Though the accuracy, calibration and
efficiency figures are superior in the filtered data, we are
not suggesting that such filter is advised.

These findings suggest that the confidence level desired
should be considered when choosing an approach to
developing prediction intervals. For moderate levels of
confidence (less than 95%), our findings contradict some
advice given in the various industry guidelines, namely
that uncertainty (often expressed as FSDs) should be
derived directly from the known distribution of errors from
the model. For moderate levels of confidence we find
that model-derived measures of uncertainty offer more
closely calibrated prediction intervals. Users and modelers
interested in very high confidence levels — around 95% —
either approach appears valid. However, we offer caution
that prediction intervals at those levels of confidence can be
very high, ranging from 75% to over 100% of the predicted
value. Intervals with that width may not be very useful in
practical applications. Finally, we offer the caveat that we
have only tested two approaches in this paper, we leave
future improvement and expansion to follow-up work.

Our contribution is three-fold: 1) Consolidation of the
literature from diverse sources such academic research,
professional standards and industry white papers in order
to create a standard set of terms with which to discuss
uncertainty; 2) Adoption and application of a framework for
evaluating the quality of uncertainty measures (prediction
intervals) and 3) Execution of empirical tests of the most
commonly discussed approaches for generating prediction
intervals.
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Reproducibility

The results shown in this paper are fully reproducible.
The King County data are hosted in an R package at
www.github.com/ andykrause/kingCoData. All code used
above, again compiled in an R package, can be found at
www.github.com/ andykrause/avmUncertainty. Both the
data and code links have instructions for installation, use
and full reproduction.
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